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Imaging through non-static and optically thick scattering media such as dense fog, heavy smoke, and turbid
water is crucial in various applications. However, most existing methods rely on either active and coherent light
illumination, or image priors, preventing their application in situations where only passive illumination is
possible. In this study we present a universal passive method for imaging through dense scattering media that
does not depend on any prior information. Combining the selection of small-angle components out of the
incoming information-carrying scattering light and image enhancement algorithm that incorporates time-
domain minimum filtering and denoising, we show that the proposed method can dramatically improve
the signal-to-interference ratio and contrast of the raw camera image in outfield experiments. © 2023

Chinese Laser Press

https://doi.org/10.1364/PRJ.503451

1. INTRODUCTION

Imaging through scattering media is one of the most challenging
problems in optics [1]. This is because light propagation through
an optically thick randommedium undergoes multiple scattering,
preventing a clear image of an object behind it or hidden inside to
be formed. In the past decades, many methods have been pro-
posed, attempting to address this practical problem. Typically,
existing methods can be categorized into active and passive ac-
cording to whether active illumination is required. Among the
active methods, the most straightforward but useful way is to se-
lect the light that has been scattered the least (i.e., the ballistic and
snake light) by gating [2–7], wavefront compensation [8], point-
wise scanning [9], and its leverage in florescent microscopy
[10–12]. These methods have been widely employed in various
fields. However, the imaging distance/depth in scattering media
that thesemethods can achieve is limited by the attenuation of the
ballistic light. To further improve the imaging depth, active meth-
ods such as optical phase conjugation [13], wavefront shaping
[14,15], optical transmission matrix measurement [16], speckle
correlations [17–19] based on optical memory effects [20],
and deep learning [21–23] have been proposed to exploit the scat-
tered light to form the image.

In contrast, passive methods do not rely on active illumina-
tion. In particular, the scattering particles not only absorb and
scatter the light from the object of interest but also produce a
tremendous amount of airlight by scattering the light directly
from the illumination source, e.g., the sun [24]. The presence

of airlight significantly degrades the contrast of the captured
images, leading to poor visibility [25]. Conventionally, one
can apply image dehazing algorithms to enhance the contrast.
These algorithms can be roughly divided into two categories
[26]. The first one includes image restoration algorithms that
are based on a physical model such as polarization [27], image
depth priors [28], and dark channel priors [29]. The other one
includes image enhancement algorithms that do not rely on
any physical principles. Retinex-based algorithms [30], wavelet
transform [31], and data-driven deep learning [32] are some of
the typical examples.

We note that visibility enhancement of the aforementioned
passive dehazing algorithms is limited by the signal-to-interfer-
ence-ratio (SIR) of the raw image. This implies that an efficient
way to see further through a scattering medium is to find a way
to improve the SIR of the hazy image. We argue that the use of
algorithms alone is insufficient and should be leveraged by the
imaging system design and implementation. Physically speak-
ing, it is the airlight that accounts for the rise of background
interference noise. The design of such a system thus should take
into account the fact that the airlight has a random incoming
angle when it reaches the camera sensor all the way through the
imaging optics. In accordance with this, we propose a technique
to block the airlight components with large incoming angles
before they reach the sensor by using an angle-selection de-
vice (ASD). In this way, we achieve substantial reduction of
the unwanted background interference noise in the acquired
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scattered pattern, resulting in the SIR improvement. By exam-
ining the airlight incident on a single pixel of the sensor, we
found that the reduction of large-angle components results in
a slight augmentation of the fluctuation of the noise. Based on
this observation, we propose a technique called time-domain
minimum filtering (TDMF) to further reduce the interference
noise. TDMF can work together with the contrast limited
adaptive histogram equalization (CLAHE) [33] and low pass
filtering in the discrete cosine transform (DCT) domain [34].
The proposed method does not rely on any image prior, and is
therefore universal.

2. METHODS

A. Formation of a Hazy Image
A widely used physical model that describes the formation of
a hazy image under natural light illumination can be expressed
as [35,36]

I�x� � L∞ρ�x� exp�−βd �x�� � L∞

�
1 − exp�−βd�x��

�
, (1)

where I�x� is the captured hazy image. L∞ represents the global
atmospheric light, ρ�x� the reflectance of a target scene, β the
scattering coefficient of the atmosphere, and d �x� the geometric
imaging distance. The first item on the right-hand side of Eq. (1)
represents the direct transmission attenuation, and the second
one is the airlight [36], which is regarded as the interference noise
that reduces the contrast of the transmission term. This equation
simply describes the phenomenon that the signal attenuates ex-
ponentially as it propagates in the scattering medium, whereas
the airlight is the opposite. The scene is barely visible when
the imaging distance d �x� exceeds the range of visibility.

He et al. [29,36,37] further simplified the above model as

I�x� � J�x�a�x� � A�1 − a�x��, (2)

where J�x� � L∞ρ�x� denotes the clear image, a�x� �
exp�−βd �x�� is the transmission attenuation ratio, and A is

the global airlight at the infinite distance, which is usually sim-
ply estimated from the sky area. The objective is to recover J�x�
from I�x�.

To proceed, let us consider the image formation process.
Depending on the transmission attenuation ratio a�x�, the first
term on the right-hand side of Eq. (2) satisfies the geometric
optical imaging relationship. This means that the incoming an-
gles of every angular-spectral component of J�x� remain stable
over the acquisition time. In contrast, the incoming angles
of those of the airlight are randomly changing owing to the
motion of the scattering particles. Thus, we propose to modify
Eq. (2) by adding a time-dependent parameter D�t� that de-
scribes the direction transmission ratio, so that

I�x, t� � J�x�a�x� � A�1 − a�x��D�t�: (3)

The time parameter t does not enter J or a because we have
assumed that the scattering media are homogeneous in the
transverse directions, at least within the field of view [38],
but not necessarily static.

The above theory can be more clearly understood with the
schematic illustration shown in Fig. 1. The signal light J�x�a�x�
consists of ballistic and snake light (green solid lines) that di-
rectly propagates to the imaging system, but part of it (denoted
by dashed lines in black) could be scattered slightly by atmos-
pheric particles. The airlight A�1 − a�x�� (denoted by orange
dashed lines) consists of light mainly from the sun and partially
from the scene. The airlight usually experiences multiple scat-
tering so that the information it carries must have been lost and
appears as random noise superposing the signal light. The sig-
nal-to-interference ratio is then defined as

SIR � J�x�a�x�
A�1 − a�x��hD�t�i , (4)

where h·i denotes averaging.

Fig. 1. Schematic illustration of the proposed passive imaging through scattering media. ASD, angle-selection device. The inset at the upper-right
corner shows that the use of ASD can significantly filter out the light with large incident angles.
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B. Improving SIR by ASD
As mentioned above, each component of the signal light arrives
at the imaging system with a fixed angle, and most of them
come with small ones. In contrast, the arriving angles of the
airlight usually obey a more uniform distribution [39].
Based on this characteristic, we propose to improve the SIR
of the captured hazy image by blocking the larger-angle com-
ponents with the use of ASD. As schematically shown in the
inset of Fig. 1, ASD accepts incident light with an angle
smaller than a critical value and partially rejects those with
larger ones.

There are many devices one can employ for this purpose,
ranging from conventional gratings to metasurfaces. The
ASD we used here was a liquid crystal device that allows an
incoming light beam with a small incident angle to transmit.
The panel of the liquid crystal is sandwiched between a set of
two orthogonally aligned linear polarizers, allowing it to
select the polarization state of the incident light as well.
This is in particular useful for our application as the airlight
usually experiences multiple scattering, and is therefore
depolarized.

C. Reducing Airlight Noise by TDMF
We propose to further reduce the noise by taking the temporal
fluctuation of the airlight into account. For coherent illumina-
tion, each realization of the airlight pattern of a short exposure
looks quite random [38] but obeys the same statistics. Thus,
one can take advantage of the ergodic property of the process
and smooth out the noise by averaging out multiple exposures
[38]. However, this strategy does not work well in the case
of incoherent illumination in our study because the averaging
process has been conducted by the incoherence nature
alone [23].

However, we notice that the use of ASD can improve
this situation. Although not quite obviously, the airlight pattern
acquired through a short exposure with the presence of ASD

does have a fluctuation slightly different one from another.
This gives us the intuition to develop a spatial filtering
algorithm termed as time-domain minimum filtering
(TDMF) as shown in Fig. 2. In contrast to the conventional
averaging process [38], the proposed TDMF performs noise
reduction by

I�n� � min
pixelwise

fIm�n�g � g�w�, m � 1,…,M , (5)

where Im is the mth short exposure scattering pattern captured
by the camera, and n � 1,…,N counts the pixel of the cam-
era. That is to say, the pixel value of I�n� is set by taking the
minimum value of the corresponding pixel out of theM short-
exposure scattering patterns. Based on the local smoothing
property of the natural scene, the pixel neighborhood is min-
imally filtered by convolving with a kernel g�w�. In our study,
the value w of g�w� is set as five.

The justification to pick out the lowest value from
fIm�n�∶m � 1, 2, …,Mg, relies on the fact that the ballistic
light is too low so that it occupies the lower bit-levels of the
camera. In contrast, the airlight is high and occupies the upper
bit-levels. The selection of the lowest value from fIm�n�g for
each pixel means to select the one that has the lowest air-
light level.

D. Contrast Enhancement by CLAHE and DCT
After the above two procedures, the signal levels are still lower
than those of the airlight. To proceed, we used two standard
algorithms, i.e., CLAHE and DCT, to further enhance the
contrast. CLAHE is a local histogram equalization algorithm.
It divides the image to be processed into a number of
small regions called tiles, and performs histogram equaliza-
tion of them separately. The neighboring tiles are then com-
bined using bilinear interpolation to remove the artificial
boundaries.
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Fig. 2. Schematic illustration of the pipeline of the proposed time-domain minimum filtering (TDMF) algorithm. To enhance image quality
through multiple measurements, the proposed TDMF algorithm selects minimal pixel values frommultiple frames. Note that CLAHE and DCT are
used to further enhance the image contrast.
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The pseudocode of the above processing pipeline is shown
in Algorithm 1.

Algorithm 1: Pseudocode of the Proposed Algorithm

1: procedure Input I1, I2,…, Im ⊳ m raw images captured by the
ASD system

Fusion
2: I pre � minfreshape�I 1, I 2,…, Im�g
3: I pre � reshape�Ipre�
4: I pre � I pre : � g�w� ⊳ TDMF

Enhancement
5: I c � imadjust�adapthisteq�I pre� ⊳ CLAHE
6: Y � dct2�I c�
7: �m, n� � size�I c�
8: I � zeros�m, n�
9: s � 5
10: I�1∶m∕s; 1∶n∕s� � 1
11: Y dct � Y : � I
12: I re � idct2�Y dct� ⊳ DCT
13: return I re ⊳ Output the recovered image

3. EXPERIMENTAL RESULTS

A. Experimental Setup
Figure 3 depicts the experimental setup and the site map where
we performed our outfield experiments. The object to be im-
aged is two houses shown in Fig. 3(a). The imaging optic
shown in Fig. 3(b) was a reflector telescope (CPC1100HD,
Celestron) with a 0.27° angle of view (AOV). The ASD
(KURIOS-WL1/M, Thorlabs) was placed between the tele-
scope and the camera (PCO Edge4.2). The exact position of
it does not have to be precisely specific. The transmittance
of ASD is highly angle dependent. It drops quickly when
the incident angle of the incoming light changes from 0° to
about 6°, as shown in the inset of Fig. 1.

The experiment was conducted outfield so as to test the per-
formance in a natural environment. The geometric imaging dis-
tance is about 5.9 km. However, the presence of the fog
changes the optical thickness and therefore the visibility.
Since the fog is naturally inhomogeneous along the imaging
pathway, we need to measure the equivalent visibility for quan-
titative analysis.

B. Measurement of the Equivalent Visibility
When light passes through the atmosphere, it obeys the Beer–
Lambert law

I � I 0 exp�−αL�, (6)

where I 0 denotes the intensity of the emitting light, I the light
intensity measured at the far end, α the extinction coefficient,
and L the geometric thickness of the scattering medium.

The optical thickness (Lo) is then defined upon this as [22]

Lo � − ln�ε� � − ln

�
I
I 0

�
, (7)

where the ratio ε � I∕I 0 is called the atmospheric transmit-
tance [39]. It relates to the visibility, V , or the meteorological
optical range (MOR), via the Koschmieder equation [40]

V � −
ln�ε0�
α

, (8)

where ε0 is known as the contrast visual threshold, and takes
the value of 0.05 according to the World Meteorological
Organization (WMO) [41]. Therefore, we have

V � 2.996
α

: (9)

The direct measurement of the visibility V or the optical
thickness Lo over a long distance through an inhomogeneous
and thick cloud of fog is extremely challenging. In order to
make an approximate estimation of the scattering strength
of the fog on site, we controlled an unmanned aerial vehicle
(UAV) mounted with a visibility meter to fly all the way from
the imaging system to the object, and hover at six different po-
sitions at which 10 measurements of the visibility values were
taken. Then we determined the local visibility V i, where
i � 1,…; 6, of each of these six positions by averaging out
the 10 measured values. In this way, the equivalent visibility
of the imaging environment is given by

V e �
− ln�ε0�P

i
αi l i
L

� LP
i
l i
vi

: (10)

The experimental result is plotted in Fig. 4; the shadow
along the solid line denotes the standard deviation of the mea-
surements. One can see clearly that the equivalent visibility V e

5.9 km

(a) (b)

telescope ASD Cam

Fig. 3. Siemap where our outfield experiments were performed.
(a) Scene to be imaged and (b) imaging system. The geometric distance
between the target and the imager is about 5.9 km.

Ve / m

Time

Fig. 4. Measurement of the equivalent visibility V e. It is clearly seen
that V e varies with time. The shadow along the solid line of V e
represents the standard deviation of the measurements.
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varied from about 1500 m to more than 2400 m during the
process when our experiments were carried out.

C. Effectiveness of ASD
The outfield experimental results are shown in Fig. 5. During
the course of experiments, the range of visibility of the fog was
changing with time, as shown in Fig. 4. One can see from the
photo on the left that the scene within this visibility range
(450 m) is clear, and the contrast reduces as it goes further
(1000 m). Eventually, the signal of the scene is completely im-
mersed in the airlight as its distance (5900 m) is far beyond the
range of visibility. This is clearly seen in Figs. 5(a)–5(c), which
are the photos of the object 5900 m away in the fog with the
equivalent visibility V e of 2789 m, 2789 m, and 2428 m, re-
spectively. Figure 5(b) is darker than Fig. 5(a) because ASD was
used and blocked more light. According to Eq. (2), even in this
case, there is still a small amount of signal that can be detected if
the camera has enough dynamic range. Thus one can use an
image enhancement algorithm, such as the global histogram
equalization [42], to enhance the image. The enhanced versions
of these three images are shown in Figs. 5(d), 5(e), and 5(f ),
respectively. One can clearly see by comparing Fig. 5(e) with
Fig. 5(d) that the use of ASD indeed helps improve the SIR of
the image, even at lower visibility as shown in Fig. 5(f ).

D. Effectiveness of the Proposed Algorithm
When the optical thickness of the fog increases, the visibility
range decreases. In another outfield experiment, we took the
images [Fig. 6(a)] of the same scene but the equivalent visibility
V e was 2100 m, 1930 m, 1830 m, 1750 m, and 1500 m, re-
spectively. Again, the images look dark because of the use of
ASD. The enhanced images by using the proposed algorithm
(Fig. 2) are plotted in Fig. 6(c). One can see that the enhanced
image is clear and full of detailed structures even when
V e � 1930 m. A traditional algorithm such as the global histo-
gram equalization is also used for image enhancement. The re-
sults are shown in Fig. 6(b). One can see that the global
histogram equalization algorithm has a worse performance than

ours as it reveals fewer structural details of the scene (in
particular the windows of the houses) when V e � 1930 m.
As V e goes down to 1830 m, the windows of the houses be-
come indistinguishable. When the fog grows stronger (V e ≤
1750 m), the conventional averaging and global enhancement
algorithms fail to reveal many structural details of the scene
compared with ours.

450m

1000m

5900m

(a) (b) (c)

(d) (e) (f)

2789m 2789m 2428m

w/o                        w/                        w/

Fig. 5. Experimental demonstration of the effectiveness of ASD: single-shot results. The photo on the left (taken by a cell phone) gives an
impression of the visibility of the scene. Raw images taken by the PCO camera at the calibrated effective visibility equal to (a) 2789 m without
the use of ASD, (b) 2789 m with the use of ASD, (c) 2428 m with the use of ASD, and (d)–(f ) SIR enhanced versions of them, respectively, using the
global histogram equalization algorithm.

(a) (b) (c)

1930m

2100m

1830m

1760m 

1500m

Ve

Fig. 6. Experimental demonstration of the proposed method, i.e.,
ASD � TDMF, at different visibilities. (a) Raw images taken by the
PCO camera with the use of ASD, and the corresponding images en-
hanced by (b) traditional averaging together with global histogram
equalization and (c) the proposed TDMF � CLAHE � DCT
method.
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4. CONCLUSIONS

In conclusion, we have presented a universal and passive inco-
herent imaging method for imaging through optically thick
scattering media. The proposed method does not rely on
any prior of the scene but the co-design of the hardware
(i.e., the optical system) and software (i.e., the image enhance-
ment algorithm). This is implemented by the use of ASD to
block the large-angle components of the airlight and an algo-
rithm to reconstruct the image from the recorded scattered pat-
tern. But the use of ASD plays a more crucial role.

In outfield experiments, we have demonstrated the perfor-
mance of the proposed method for imaging a scene with the
imaging distance of about 5.9 km through a cloud of fog with
different visibility ranges. We believe that the use of more ad-
vanced algorithms such as deep learning can further improve
the performance.

As we stated in the text, our treatment of the image forma-
tion model [Eq. (3)] is based on the assumptions that the fog is
stable in density and homogeneous at least within the field of
view. It is invalid when these conditions are not satisfied. In
addition, as the optical thickness of the fog increases, the at-
tenuation parameter a becomes so small that the signal light
can be extremely weak, and eventually extinguished completely.
This should be the fundamental limit of the proposed method.
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